FoCAS manifesto: a roadmap to the future of collective adaptive systems

Introduction
The socio-technical fabric of our society more and more depends on systems that are constructed as a collective of heterogeneous components and that are tightly entangled with humans and social structures. Their components increasingly need to be able to evolve, collaborate and function as a part of an artificial society.

The FoCAS coordination action (http://www.focas.eu/about-focas/) is an umbrella project which aims to integrate, coordinate and help increase visibility for research carried out in the FOCAS Proactive Initiative and in research fields related to collective adaptive systems.

One of the key activities of the project was roadmapping, i.e. defining the future research agenda by means of consultations of experts in the field.

This manifesto represents the result of the three-year work of the project, in which we have collected material, interviewed people, run consultation events, analysed and summarised all the collected inputs.

We hope that it will be useful to all researchers that aims at working in the field of collective adaptive systems or related fields.
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Structure of the document

This manifesto is structured in four chapters.
Chapter 1 shortly introduces collective adaptive systems, providing a definition and a vision.
Chapter 2 presents the challenges in the fundamentals of collective adaptive systems.
Chapter 3 proposes some challenges in engineering collective adaptive systems, which is, in our opinion, the next step in the research field.
Chapter 4 concludes the manifesto, summarizing the key concepts and research directions.
Chapter 1 definition and vision of CAS

Collective Adaptive Systems (CASs) consist of diverse heterogeneous entities (i.e., computers, services, devices, sensors, humans, networks, robots, etc.) that are autonomous but have to cooperate with each other to accomplish collective tasks [1]. As each entity is autonomous, it is characterized by its own behaviour. To enable collaboration, it can also expose functionalities to the outside world. As such, while entities preserve individuality, they still can form collectives for collaboration. As a rule, the environment in which such a system operates, continuously changes, starting from the changes of the context in which entities live, to the availability of new entities (or their exit from the system), to changes in the system requirements and preferences. As a rule, dynamic changes might affect the operation of a CAS and have to be properly handled at run time by adapting system configuration and behaviour of constituent entities. This continuous adaptation becomes the key feature of CAS when it comes to operating in continuously changing environment. Concepts that are close to those introduced above, and that characterize CAS, have been studied in various domains like, for example, Swarm Intelligence, where actors are essentially homogeneous and are able to adapt their behaviour considering only local knowledge [2, 3], or Autonomic computing, where the actors types are typically limited and the adaptation is guided by predefined policies with the objective to optimize the system rather than evolve it [4, 5, 6], or Service-based systems where services are designed independently by different service providers and are composed to achieve a predefined goal (i.e., user tasks [7] or business goals [8]), or Multi-agent based systems where activities of different actors are regulated by certain collectively defined rules (norms) [9, 10]. Most of the results obtained in these domains are tailored to solve a specific problem using a specific language or model and lack of generality.

At the same time, they tackle only some of the individual challenges, for example, while in these different approaches the focus of research on adaptation has not been put on adaptive behaviour of the composite system yet, but is limited to the definition of adaptation solutions for individual entities, we should move from individual-based applications to collective systems proposing also adaptation techniques that support adaptation of collectives. This will be achieved by defining a new model that is highly flexible and can be specialized to fulfil different tasks in different ways. At the same time, they will introduce features for the collaboration and coordination among entities as this is an essential prerequisite for building adaptive collective systems.

As we said above, each entity of a CAS exposes a set of functionalities to the outside world and through its life cycle can both work independently or in collaboration with other entities. We can characterize a CAS with two main core concepts: cells and ensembles. Cells are basic building blocks representing the different functionalities provided by the entities and ensembles are collections of cells collaborating together to accomplish certain goal in a given execution environment. Each cell, during its life, can change its behaviour (i.e., cell specialization) such that it is able to achieve a given goal in collaboration with other cells in an ensemble. At the same time, an ensemble must be configured (i.e., ensemble configuration) in such a way that its goal and the goals of the cells collaborating in it are fulfilled. A system like this can be considered as a ‘system of systems’ and is characterized by the following aspects:

- **Autonomicity and Large-scale.** It is built as a set of multiple and autonomous entities (often very large numbers) where each of them has its own individual goals and can take actions.
• **Collectiveness.** While entities are autonomous they may need to form collectives in order to achieve their goals jointly. A primitive collective is a pair of entities using peer-to-peer communication. In general, collectives may be arbitrarily complex and may involve complex moderation and collective decision making (i.e., cooperation, competition, negotiation, etc.).

• **Dynamic environment.** The dynamicity of the environment is mainly determined by 1) the autonomicity of the entities (we, as an entity, cannot control the non-deterministic behaviour of the surrounding entities), 2) openness of the environment (entities can dynamically enter and exit the system) 3) factors that are external to the system (e.g., some failures that are not caused by any entity in the system). These three factors result in the challenges that we call dynamic environment, dynamic partners and entity customization;

• **Adaptability.** To be robust, each entity must be able to dynamically adapt its behaviour and its goals to changes in the environment but also to collaborative interactions with other entities. At the same time the adaptation must not be controlled centrally and imposed by the system but must be administered in a decentralised fashion among the entities.

• **Hierarchy.** Smaller collectives may become parts of larger collectives, thus making up a hierarchy of collectives that have different scales in time and space.


Chapter 2 Challenges in fundamentals of CAS

We have collected a lot of material, in particular challenges related to the fundamentals of collective adaptive systems.

In this chapter of the manifesto we will present a structured report of the challenges. We have divided the challenges into two macro categories: the former relates to the features of CAS, the latter to transversal aspects of CAS.

The main features of CAS we have identified are:
- Self-organization
- Autonomy
- Adaptation
- Collectiveness

Section 2.1 is devoted to explain the challenges related to these four features of CAS. The identified transversal aspects of CAS are:
- Modelling of CAS
- Governance of CAS

The challenges related to these two aspects are discussed in Section 2.2.

Section 2.1 Challenging in features of CAS

Section 2.1.1 Self-Organisation

Very Large Scale Collectives

Collective Adaptive System (CAS) as a broad term refers to today’s observable indications of a deployment of Information and Communication Technologies (ICT) at a very large scale (e.g. 3.5*10^9 personal computers, 6.2*10^9 smart phones, 1.1*10^9 cars on planet). Taking such a massive ICT deployment, it is not just considered possible, but already a reality that these are programmed to operate cooperatively as very large scale collectives. As for example, smartphone apps have demonstrated globe-spanning cooperative sensing applications, liquid democracy applications, logistics and traffic management applications, energy management applications, etc. One essential aspect of such globe-spanning ICT collectives is that they often exhibit properties typical observed in complex systems, like (i) spontaneous, dynamic network configuration, with (ii) individual nodes acting in parallel, (iii) constantly acting and reacting to what the other agents are doing, and (iv) where the control tends to be highly dispersed and decentralized. If there is to be any coherent behaviour observed on the level of the collective (macro-level), it (v) it usually arises from competition and cooperation among the individual elements (micro-level). The overall behaviour of the collective (macro-behaviour) is the result of (vi) a huge number of decisions made every moment by many individual entities (micro-interactions), possibly leading to (vii) the emergence of unexpected phenomena.
Self-Organizing and Self-Managing Systems

A critical challenge for CAS is to design and implement collectives able to operate in a more or less autonomous way, with little or no human interaction. In this endeavour, self-adaptation and self-organisation have emerged as two interrelated facets of CASs. Self-adaptive collectives in a top-down strategy evaluate their own global behaviour and change it when the evaluation indicates that they are not accomplishing what they were intended to do, or when better function or performance is possible. Here a challenge is to identify how to change the behaviours of the individuals so as to achieve the desired collective improvement. In self-organizing collectives, individuals interact locally, typically according to a small set simple rules. Achieving a desirable collective behaviour is attempted with a bottom up strategy, in that local interaction policies are adopted so as to steer global behaviour.

REF PAPER (Dimarzo et al. 2005)

Self-organisation is the process enabling a system to change its organisation in case of environmental changes without explicit external command. We can distinguish between: weak self-organisation where from an internal point of view, there is re-organisation under an internal central control or planning; and strong emergence where there is re-organisation with no explicit central control, either internal or external.

Superorganisms

Building upon the mechanisms of self-adaptation and self-management, we may ask the questions on the potentials and opportunities of turning massively deployed systems to a globe spanning superorganism of socially interactive elements. While the individual elements are of heterogeneous provenance and typically act autonomously, we can assume that they can (and will) self-configure into large scale cooperative collectives, either with or without human governance. We may not assume a common objective or central control, but rather volatile network topologies, co-dependency and internal competition, non-linear and non-continuous dynamics, and sub-ideal, failure prone operation. The recent literature has referred to these emerging massive collectives as "superorganisms", since they exhibit properties of a living organism (like e.g. 'collective intelligence') on its own. In order to properly exploit such superorganisms, we need to develop a deeper scientific understanding of the foundational principles by which they operate.

Designing Emergent Behaviour / Properties

An emergent behaviour or property appears (is observable) at the level of the system - when it is seen as a whole (super-organism or a full collective) - while none of the entities/components constituting the system exhibit that property. From a programming point of view, a property emerges at the global level, but it is not explicitly coded into the individual components.

Emergent properties in nature

In philosophy an emergent property of a system is a property of the system as a whole that is not a property of any component of that system. Emergent structures are patterns that emerge via collective actions of many individual entities. Weak emergence is a type of emergence in which the emergent property can be simulated by a computer. For strong emergence instead, the emergent property cannot be provided in this manner. An example of “weak emergent property” is the shortest path built by ants when foraging, while none of the ants is actively

---

1 https://en.wikipedia.org/wiki/Emergence
trying to build a shortest path. An example of strong emergent property is provided by the progressive and collective buildings of snow-flakes and their distinctive 6 branches patterns, or the creation of sand dunes and wind-shaped patterns from the collective movement of sand grains.

Emergent properties in engineered systems
Following these principles observed in nature, (REF TFG Meeting Lisbon report - 2006) defined an emergent phenomenon as a functionality, structure/organisation, characteristics or property of a system not explicitly coded in the individual local components, visible by an observer at the macro-level but not necessarily at the micro-level. Weak emergent phenomena are those phenomena we can define as the result of a (possibly complex) operational function of the components. Strong emergent phenomena are those phenomena we cannot define as the result of such an operational function.

Challenge: Designing / engineering the individual components so that the system as a collective exhibits the expected emergent behaviour or property.
Self-organising mechanisms/patterns are one of the frameworks for designing self-organising systems proposed in the recent years. Indeed, self-organisation is achieved by the use of self-organising mechanisms, i.e., rules that individual components employ to coordinate their behaviour, usually following information gathered from their local environment. In order to make the self-organizing mechanisms applicable more systematically, (REF: Fernandez et al.) proposed a catalogue of self-organising, design patterns, detailing the problem they solve and the solution they propose, discussing as well their relationships and their respective boundaries. This catalogue discusses some of the bio-inspired self-organizing mechanisms available from the literature, such as gradient, gossip, or digital pheromone. These mechanisms provide autonomy, decentralized coordination, and pro-activity, and lets the entities employing those mechanisms locally interact among themselves or with their environment.

Challenge: Questions and challenges arising from these patterns relate to the universality and completeness of mechanisms and patterns, in particular: Is it possible to find a flexible and universal mechanism of adaptation that can support all these diverse mechanisms? From all possible mechanisms that we can borrow from nature (from biology, human behaviour, etc.) is it possible to identify a minimum set of mechanisms sufficient to design and build self-organisation and emergent properties in a vast variety of systems?

Verifying Emergent Behaviour / Properties
Challenge: Verifying from the design (or engineering) of the individual components that the expected emergent behaviour or property will eventually actually happen or, if the property must be avoided, that it will actually be prevented.

The properties that are of interest to both system developers and system users, are global properties relating to emergent behaviour and properties of the system. The implementation is viewed in terms of the composition of a number of local behaviours, verification is more easily tackled at the level of local components and their individual behaviour.

Challenge: A challenge for the verification is to develop ways in which assessment of global/emergent properties may be built upon verification of local properties of individual or
small collections of components. This encompasses offline (design time), online (run-time) verification and involves new types of properties that are spatio-temporal in nature. There is then a need for formal languages capturing all these aspects, and a compositional approach to verification.

Emergent properties have a spatio-temporal nature, since the system evolves with time and progresses physically in the environment in which it is grounded (e.g. spatial services spreading in geographic space). Specific attention need to be given to these properties particularly in relation to well identified self-organising design patterns that demonstrate those properties (e.g. spatial gradient), in particular to develop spatio-temporal model-checking. Spatio-temporal properties address both the evolution in time and the spatial properties of an element of the model. In each possible world there is a different valuation of atomic propositions, inducing a different snapshot of the spatial situation which evolves over time. This is an area of on-going work and there are a number of open issues for this line of research: what are the necessary and sufficient spatio-temporal operators to express the spatio-temporal properties relevant to the self-organising patterns used to design and implement CAS? What are the operators that address performance aspects (e.g. to express the probability that 90% of the people in an emergency exit case have been reached within a certain time-bound) or collective aspects such as that a set of points satisfies a certain property?

The above challenges clearly link to other challenges on local-to-global, verification and prediction issues: from design of local components we engineer/verify emergent properties at the global level.

Control

Control and trade-off between autonomy and controllability (by external operators)

A typical contradiction in self-organising systems lies in the trade-off between full autonomy and the industry-level usage of those systems requiring some level of control. A typical question is: how can a system administrator stop/change the goal/retrieve a swarm of robots/drones once they are deployed in the wild? The more external control is allowed, the less the system is actually self-organising. Should self-organising be circumscribed to a specific functionality, while control dedicated to other tasks (meta-level?).

Section 2.1.2 Autonomy

In CAS, autonomy concerns at least two levels: the system (macro) level and the component (micro) level. Since different sorts of autonomy (such as execution vs. motivational autonomy, or autonomicity) are possible in general, components of a CAS can in principle feature diverse sorts of autonomy. So, while a CAS as a whole typically features execution autonomy (as the ability to autonomously pursue some given goals) without motivational autonomy (as the ability to choose its own goals), components of a CAS may generally exhibit any sorts of autonomy. For instance, socio-technical systems like social networks may be seen as CAS whose human components have full motivational autonomy; at the same time, many biological CAS does not require much more than a limited execution autonomy to its components.
When observed from the viewpoint of the components, execution autonomy requires first of all the situatedness of the components, as well as the ability to select the most suitable course of actions to achieve the individual goal. Whenever physical systems are involved, autonomy is also strongly related to the problem of energy, or, more generally, to the problem of accessing all the resources required to sustain the component’s activities. Effectiveness and efficiency of the activity of CAS components largely depend on their ability to deal with the available resources: in the case of energy, for instance, on the ability to obtain (energy supply) and to preserve (energy storage) the energy necessary for sustaining the life and activity of the components. When observed from the viewpoint of the overall CAS, and of the environment where it works, the same problem translates onto the issue of sustainability, and may involve not just a CAS and its components, but also any other system sharing the same environment and the same resources.

A special sort of resource, requiring to be mentioned separately, is knowledge. Many of the foreseeable scenarios for CAS involve knowledge-intensive environments (KIE), where both autonomous tasks and adaptation may require the ability of handle huge amounts of data and information. The ability of making sense of available knowledge is then critical for autonomy in KIE, and requires some cognitive skills (such as the ability to make correct inferences over raw data—for instance, as in the case of logic engines), or even some cognitive architecture (such as the capability to reason over articulated scenarios—for instance, as in the case of intelligent agents).

Interference with other systems sharing the same environment may affect autonomy of a CAS and of its components. Interference may occur indirectly— for instance, in terms of limited availability of shared resources—or directly—for instance, by attacking CAS components in order to maliciously change their behaviour. This is why security, and safety as well, are relevant issues for autonomy in CAS.

With great autonomy comes great responsibility—and liability, and the like. While automatic systems can easily trace back responsibility of their actions to designers, builders, deployers, maintainers, and users, the conceptual and technical distance between the engineering of a CAS (and of its components) and its running in the execution environment is too huge, due to autonomy, to make the same operation easy again. This is why a ever-growing effort is currently ongoing, as a joint effort by the communities of experts of law, technologies, politics, and social sciences, in order to understand the possible dimensions of responsibility and liability of autonomous systems—including CAS.

Next we address some specific aspects related to autonomy.

Independence
One of the most challenging aspects concerning autonomy of distributed technical systems is energy supply and energy-storage. Concerning this aspect, engineering is still several orders of magnitude behind the efficiency exhibited by natural CAS (organisms). This shortcoming of the current state-of-the-art is also linked to sustainability and is also a maintenance issue (cost). In addition to that, autonomy of distributed and adaptive systems is a security issue as well as a liability issue, requiring sophisticated governance and legislation, as well as a high level of informedness of the end-users and other stakeholders (transparency). In addition to battery supply there is also an issue of longevity of technical devices: When it comes to long-term running physically embodied CAS (in contrast to pure-software CAS), one would first think that the collectiveness allows to replace broken units in the system and thus extend the
collective lifetime of such CAS. However, the individual lifetime of the components is a critical factor in the feasibility of such systems, as the supply with material can quickly get a limiting factor, associated also with cost and sustainability issues. This holds especially for autonomous systems, as they are inherently not always under control/monitoring by human supervisors.

Human-in-the-loop
The human-in-the-loop approach seems to mitigate some of the risks involved with autonomous systems as liability, responsibility and control might be shifted to this human agent. However, there is an issue of fairness in this approach, as this human might be already misinformed by filtered, algorithmically processed data/information. Thus, ethical aspects pose a challenge here, as well as usability aspects of the system (user interface, visualization and filtering of relevant information, etc.). In addition to that, human cognitive information processing, ethics, plasticity of behaviour and other social factors and knowledge can help a human-in-the-loop system to perform beneficial for human society better than a system without human in the loop.

Biology
Besides human society, CAS are embedded in a whole ecology, thus they offer the chance to act beneficial concerning their embedding ecosystems and sustainability. However, ecosystems represent CAS on their own, thus they pose the challenge of integration of artificial CAS into them. Principally, artificial CAS should not go into conflict with natural CAS, except there is a clearly understood and societally agreed benefit for human society, e.g. when fighting diseases spreading or antibiotics resistance.
Besides this integration of artificial CAS into living ones, there is also the approach of integrating existing natural CAS (animals, plants) into artificial CAS or even to build novel artificial CAS from living CAS building blocks (bio-hybrid approach): Those approaches pose a plethora of challenges, as they require not only the understanding of the fundamental mechanisms in the living CAS and in the artificial CAS, but also a deep understanding of phenomena that can emerge at the interface between those layers due to self-organization and complexity. Modelling self-organizing adaptive distributed heterogeneous systems on the microscopic and on the macroscopic level is a key strategy to achieve the fundamental understanding required to build reliable, predictable, secure and trustworthy bio-hybrid CAS.

Reliability/robustness
To extend the robustness and reliability of CAS by exploiting adaptive mechanisms homeostasis and self-regulation are often mentioned as a design target. Such self-stabilizing systems can be achieved by an outside designer who applies an outside model (control theory) to construct the required feedback loops to self-regulate. This requires a-priori knowledge of the system structure (including feedback loops and delays in those feedbacks) as well as knowledge on the level and characteristics of noise in the embedding environment. To prevent such a demand for a-priori knowledge, there is the approach of self-modelling, which is still at a very early stage is allowing the system to model itself and frequently re-validate this self-model, occasionally detecting mismatch of model-derived predictions and real-world measurements indicating an unexpected change in the system itself. By applying methods of automated model-refinement or just re-iterating self-calibrating parameters, the system can detect and thus also react to such changes, ultimately allowing it to gain self-regulation again.
Section 2.1.3 Adaptation

Models for adaptation

- CAS should be **adaptable by design**; this means that each entity in the system must be able to adapt its behaviour taking into account the current context/situation.
- The **model should be flexible and extensible**, fusing a priori and learn knowledge. The local knowledge of an entity should be extended during its life thanks to collaboration with other entities and learning about the current context of the adaptation.
- The **model should consider the heterogeneity and diversity** of the entities and the same time the specific roles that they play in the collective.

Techniques for adaptation: **To find a flexible and universal mechanism for adaptation** that unifies different mechanism and provide a way to compose them in adaptation strategies.
- reflection, learning, reasoning and inference, planning, evolutionary

Types of Adaptations: new coordination mechanisms, new communication protocols, changes of internal behaviours, adaptation of adaptation mechanisms and strategies, interpretation of messages.

Techniques for collective adaptation

- co-adaptation is needed every time that an adaptation at the level of a single entity in the CAS impact other entities. The overall adaptation resolution can be done using different mechanisms like **collective learning** taking into account different assumptions (i.e., selfish vs cooperative, partial observability, coordination that respects stabilization goals).
- co-evolution is a form of long-term adaptation
- collective learning (sharing knowledge, observability, joint decision making)

Collective Adaptation Needs

- **Adaptation to changed requirements/goals, changing environment, user preferences, new or leaving resources, changing topologies.**
- Challenge w.r.t. adaptation techniques / models: open-ended evolution, innovation in adaptation, adapting to / learning in the presence of unforeseen changes...

- Each entity can have multiple goals simultaneously and the adaptation need could be also multi-objective.
- **Characteristics of goals: heterogeneous, multi-objective, dynamic (the goal can be revised)**, measurement of progress towards the goal is partially observable: each entity knows only part of the collective goal from its own perspective (no need to express/specify collective goals but satisfy a collective goal means to be single entity goals satisfied)
Section 2.1.4 Challenges in collectiveness

Scale
Within a distributed system, scale is not a one-dimensional facet but a multi-dimensional one: size, space, time and organisational scale should be considered, at least. Probably the most intuitive dimensions are size and space, often collectively branded as scalability: our perception of a distributed system, in fact, usually assumes a huge amount of entities somehow distributed in a geographical / virtual space. Probably less trivial to recognise are the time and organisational dimensions: distributed systems may in fact be structured (or, at least, interpreted) according to a hierarchy of domains / layers / views operating on a different scale w.r.t. the organisational structure—e.g., as happens with living organisms > organs > tissues > cells. More, these views may operate on different time scales—e.g., as happens within an ecosystem > population > individuals.

Scalability, in particular, refers to the ability of a system to handle a growing amount of distributed entities (e.g., devices, users, software agents) in terms of performance and computational complexity. Being able to do so is a strict requirement for CAS, as word “collective” points out. Challenges in scalability are both in software and hardware, in particular: experimenting with a collective of -- potentially, costly -- heterogeneous devices with different operating systems, software, demanding maintenance, etc., keeping reasonable performance (almost) independently of the scale of the system, relying on decentralized algorithms / mechanisms / knowledge only.

Heterogeneity
Heterogeneity can be interpreted, at least, along two dimensions: the nature (“structure”) of entities participating the system (devices / software agents / human users), and their goals (purpose, attitude, etc.). In nowadays systems we have many different devices work together. For example, we have powerful workstations, laptops and tablets, but we also have small devices like mobile phones, watches and wearables. If we want them all to collaborate we have to deal with / take advantage of their heterogeneous nature (different computational model, different communication protocols, etc.). Also non “heterogeneous-in-nature” entities may be still heterogeneous in their goal / purpose / functionality, which then have to be coordinated into a system-wide meaningful behaviour.

Security, privacy, trust
When we have so many different devices working together in a distributed way, it is extra important that the system is secure. When you can break into one device, not all connected devices must be able to get in. (challenge: Mitigating security threats in open systems Identification of building block components that can be predictable)

Dependability and resilience
A collective system being dependable and resilient means for it to be robust, reliable, maintainable, safe, incorruptible, etc. How to achieve this and how to integrate such aspects raises many challenges: ideally, we want a collective system that can self-maintain forever despite (thus, adapting) ever-changing circumstances, possibly on different time scales. On the other hand, we want to prevent the system to go out of hand [130,144], thus recognise and accommodate individual failure at the collective level of behaviour.
Coordination and interaction

Being CAS collectives, the *interaction dimension* of computation is reasonably expected to play a fundamental role in both their modelling and engineering. Managing interactions -- as the comprehensive term including *communication*, *collaboration*, *competition*, *interference*, *compositions*, etc., basically any action leading to a *dependency* between different activities -- is the foremost responsibility of coordination models and technologies. Challenges in this sense regards: *interoperability* between heterogeneous entities (hardware, software, human) with the goal of meaningful exchange of knowledge, achieving (potentially) global communication supported by *local-only* interactions (either constrained by software for scalability purpose, or by hardware as a physical world constraint), taming complexity of *multi-scale* interactions both within different layers of the same system and within different coordinated systems, effectively and efficiently supporting establishment and change of structural and volatile relationships (e.g. *composition*), possibly changing over time as well as according to contextual (environmental) conditions, tolerating *uncertainty* both in the knowledge exchanged, in the knowledge needed to meaningfully communicate as well as in the outcome of interaction processes (knowledge produced), designing sufficiently *expressive* yet manageable -- from the complexity point of view -- interaction / coordination mechanisms supporting a reasonably wide range of distributed algorithms.

Section 2.2 Transversal challenges

In this section we address two “transversal” sets of challenged: one related to modelling CAS and the other related to governing CAS.

Section 2.2.1 Modelling CAS

Lack of theory and foundation

Basic research question here is how to create at design-time and maintain at run-time a shared world model for a dynamic CAS in order to enable collaboration, possibly in unanticipated situations. Available approaches include:

- formal foundations and modelling techniques for concurrent systems that deal with problems such as enabling and limiting concurrency, access to shared resources, avoidance of anomalies, inter-process communication, performance estimation;
- models and formal languages that incorporate general features of CAS and are open to the integration of different specialization aspects in a modular way;
- approaches originating from different communities, ranging from research on concurrent systems to adaptive/multi-agent systems, also addressing modelling of bio-inspired mechanisms;
- use behavioural model based on graphs (a la process algebra) or mathematical models based on PDE, and establish correspondence between them;
- different communication models (varying from local to global reachability) and collaboration models (varying from collaborative to competitive).
- interconnections (possibly dynamic) between the entities composing CAS via higher-level, declarative (name- or property-based) specification or via spontaneous emergent coordination patterns;
- modelling mechanisms that more easily allow to fill the gap between emergent global properties and single-component behaviour;
- models capturing collections (or aggregate) of components as first-class abstraction.

Formal languages and expressiveness

A key modelling issue to support a sound engineering process for CASs is to develop the right formal computational model or language that can ground the construction of provably correct and increasingly complex CASs. This needs to start from the identification of interaction primitives forming a universal set of low-level mechanisms of collective adaptation. On top of it, expressive and reusable building blocks should be developed that can be proven resilient
(robust to changes and fault, self-adaptive, and self-organising); typically, such building blocks will support known patterns of collective adaptation (collective spreading, aggregation, and so on). Ideally, a proper theory of composability and substitutability can be introduced that can (i) allow such building blocks to be increasingly composed to form libraries and systems enjoying the same resiliency properties of building blocks; and (ii) allow to delay the task of finding efficient implementations of building blocks, possibly replacing (either statically or dynamically) the existing one.

Bridging the gap between individual/micro/local (bottom up) and collective/macro/global (top down) models
Collective adaptive systems are complex systems, and such a main theme of research lies in the ability of properly filling the gap between micro-level specification (namely, the behaviour of individuals) and macro-level specification (namely, the resulting behaviour of the collection, and its properties). This problem can be addressed in different ways, each providing different challenges to system modelling and engineering. First of all, one can try to provide some support for engineering emergence, namely, identifying those conditions on individuals’ behaviour that can lead to globally functionally correct behaviours; this approaches is most suitable when there's some lack of knowledge about what the intend global behaviour should be. On the other side of the spectrum, a viable approach is to synthesis individual behaviour directly out of the intended global behaviour, e.g., via direct programming the self-organising system at the aggregate level. In between, practically an intermediate approach can be suitable that models local as well as global levels, balancing the design of both of them. More realistically, complex CASs may need to resort to multiscale models, where the concepts of locality and globality blur into multiple levels.

Verification and validation
Various techniques can be used to verify and validate a CAS design:
● techniques for the analysis of concurrent systems that typically cluster equivalent systems to reason on their stochastic properties, suitably enhanced to deal with large-scale systems, and dynamic architectures;
● compositional reasoning to support scalable analysis techniques that address qualitative and quantitative aspects of systems;
● techniques for providing the basis for the development and runtime control of CAS while providing assurance of the desired properties;
● techniques to simplify verification of properties by abstracting away from a single-device behaviour, focusing instead on how ensembles/aggregates work together in achieving collective tasks;
● service based approaches for dealing with diversity, hence with legacy system (only interfaces are specified), models of humans, animal, robots (all seen as receptors and activators)
● assigning a role to knowledge models to set up learning and feedback loops

Additionally, when dealing with CAS one has to consider additional mechanisms to deal with:
● lack of predictability of system behaviour, caused either by the presence of noise or for the difficulty in observing all the variables of interest;
● frequently, system monitoring and analysis has to be done on-the-fly on a large-scale open system ();
● analysis with the embedded aid of simulation might be needed to properly connect with the real world.

Integrating diversity or extending modelling approaches (e.g. agent-based models) and theories integration (e.g. game theory), dealing with legacy
CAS can be of different nature: they can be natural systems at different levels (physics, chemistry, biology, ecology), legacy computational systems, robotic swarms, cyber-physical systems in which humans and digital systems coexist, and so on. A challenge for research on the foundations of CASs is hence to deal with such diversity, migrating legacy systems and devices into working CASs, finding approaches suitable integrating into computational systems animals and robots, ensuring that controlled emergence can be achieved in spite of individuals belonging to a heterogeneous set, and make diversity of behaviour a desired feature of emergent systems.
Section 2.2.2 Governance of CAS

“Governance” concerns “the processes of interaction and decision-making among the actors involved in a collective problem that lead to the creation, reinforcement, or reproduction of social norms and institutions.”

Thus for a CAS governance involves bringing together many, potentially conflicting, stakeholder collectives in order to resolve conflict and develop the social institution around the CAS that regulates its operation and ensures it satisfies the needs of the participants as far as this can be achieved. The recognition of the need for structures that reconcile conflicting goals is well developed in the economic literature. In particular Ostrom’s notion of “Polycentric Governance” recognizes the need for inclusive approaches take account of relevant stakeholders despite potentially irreconcilable differences. A particular challenge arises from the hybrid nature of CASs that involve diverse human collectives together with assemblages of hardware, software and potentially other biological systems. This challenge is in determining how to change the systems to ensure particular goals of governance are achieved. For example, in a system that takes decisions on the allocation of resources, we may want to ensure that these are allocated “transparently” in the sense that it is clear that no individual or collective is being deprived resources they can justify they should receive. But, for many CASs involving resources there may be groups that take a strong perspective on privacy of individuals and groups and so this may be in conflict with other requirements. Resolving such issues will require new arrangements such as independent auditors or other aggregated ways of surfacing resource allocation without violating the privacy demands of some stakeholder collectives.

Policies

Policies are one tool to reinforce and reproduce social norms. Often they are used to restrain the scope of action of particular actors or collectives in a system. For example, an electricity supply company might have a legal right to terminate power supply to a household on the basis of non-payment but they may have a policy not to terminate the power supply if there are children living in the house. Policies might also include rules to forbid data linkage across datasets that might identify individuals or vulnerable groups through linkage.

Sustainability of CAS

On the one hand, CAS can provide tools to improve the sustainability of existing large infrastructure such as smart grids, smart cities and smart transportation systems. CAS can monitor and act to optimize energy consumption. The aim can be the creation of CAS that would develop services and applications making use of information generated by energy consumers or captured from sensors (e.g. smart meters, smart plugs, connected devices and the internet of things). These CAS could empower consumers and stimulate collaboration to enable full participation in more efficient energy use. (Franco Zambonelli, Engineering self-organizing urban superorganisms, Engineering Applications of Artificial Intelligence, Volume 41, May 2015, Pages 325-332). Underlined in the Pillar VII: ICT-enabled benefits for EU society, the Digital Agenda focuses on ICTs capability to reduce energy consumption.

On the other hand, sustainability issues have to be taken into account in the design of CAS in terms of energy and material consumption. Devices making the CAS should be energy efficient or harvest their energy from their close environment. The design of the components should avoid rapid obsolescence and make a rational use of non-sustainable and critical materials. In the past decade,


sporadic shortages of metals and metalloids crucial to ICT technologies have demonstrated the relative criticality of various materials.

**Technological innovation for long term duration:**
CASs will often persist over long timespans so there is the need for mechanisms to identify and incorporate new technologies into the CAS and adapt the surrounding technologies, practices and norms to take account of the technical change. For example, issues such as historical measurements, standards, and interpretive practice all may need to change as a new technology is adopted. Any CAS with long lifespan will need to take account of these aspects. Paul Edwards account of the social organisation around climate data exemplify some of these aspects.

**Innovative social practices**
Innovation will inevitably involve the adoption of new social practices by collectives. Some of these will arise from changes in the environment and some will be necessary to ensure the objectives of the CAS are maintained.

**Observability, measurement, perspective, goal**
A key aspect of the governance of a CAS is the extent to which it can be instrumented to allow the observation (some aspects will be unobservable), measurement, and the interpretation of data from different stakeholder perspectives. This concrete aspect of measurement and observation will often be heavily contested because it is the source of evidence to support different stakeholder perspectives in the governance of the CAS.

**Incentives and decision-making**
Incentives are a key aspect of the shaping of decision taking in CASs. The design of incentive systems is very challenging and there are many examples of the creation of “perverse incentives” that fail to achieve a global objective through a system of rules based on local performance incentives for individual collectives in a CAS. Incentive design is a key aspect of the design of CASs.

---

Chapter 3  Engineering challenges in CAS

In the previous chapter we have introduced and discussed many issues that have to be faced towards building solid foundations of a science of CAS, which includes for instance clarifying issues related to qualitative and quantitative modelling, harnessing self-organization and scale, understanding the trade-offs between autonomy and collectiveness.

However, emerging socio-technical systems bringing together a large-number of humans and/or ICT devices, and engaging them in a variety of purposeful activities, decentralized and without any well-defined locus of control, are de facto CAS. These systems can take many forms: systems composed of both human and ICT components, and involving different types of interactions, namely human-human, computer-mediated human-human, human-ICT ones (sensor, device, software agent, robot, etc.), and ICT-ICT ones. The scenarios in which we will see such systems at work will include smart cities, mobility management, smart homes, logistics, rescue and disaster management scenarios, just to mention a few.

Given that such systems will be so strongly intertwined with the everyday life of everyone, and likely to strongly affect it, we cannot limit ourselves to passively study and understand them, but must be ready to control and engineer their behaviour for the good of the society. In other words, CAS must become subject to the efforts of people and engineers, who have to intervene (e.g. through assistive mobile applications, transport scheduling systems, smart home control software, etc., and both at design time and at run-time) in order to attempt to influence the behaviour of both collectives and the individuals entities who comprise them, and direct them towards the desired behaviours and configurations.

Such efforts occur neither in a vacuum nor a greenfield site, and their success will be dependent on complex interactions between the deployed technologies and the already existing CAS. Moreover, when humans enter the picture as participants of CAS the impact becomes even more unpredictable and uncertain. In order that engineering efforts in CAS are both successful and acceptable to the humans who inhabit them, there is a need for new development approaches, which embrace uncertainty, unpredictability and interaction of behaviours, while simultaneously taking into account human preferences at different scales (i.e. individuals, collective, CAS). While engineers cannot always program or directly control the individual components (especially if humans), they may “shape” their interactions or the environment in which individuals live, in order to influence the way they behave and interact.

To ensure CAS sustainability in an efficient way it is necessary to conceive, design and deploy test environments that “mirror” the world possibly through several rounds of experiments to reliably deduce the impact of certain interventions on the global behaviour the socio-technical system exhibits. The long term vision is the development of a "general intervention framework", to be used at design-time, run-time or even both, which deals naturally with the complexities associated with socio-technical CAS. The framework will have to rely on methods for the automatic discovery of the drivers of behavioural change, on the automation of the formation of effective collaborations in heterogeneous CAS, on the opportunities for inspection and governance of the decisions that drive interventions.
Tackling these challenges will require contributions from engineering-related fields including statistical modelling, data mining, multi-agent modelling, and software engineering. However it is clear that the design, deployment and evaluation of socio-technical CAS are not purely engineering endeavours, and will rely on interdisciplinarity.

In the above context, we identify the key challenges discussed in the following.

**Challenge 1: Shaping and Controlling Socio-technical CAS.**

The main objective here is to develop an understanding of how the design and the operating principles for CAS composed purely of “technical” components can be successfully transferred to resolve corresponding problems in socio-technical CAS, where directly programmable influence is only partially possible [1].

Unlike in many engineering endeavours, the members of large-scale socio-technical CAS are often neither directly shapable by design nor directly controllable during the operational life of a CAS. On the one hand, people are not equivalent to programmable components. On the other hand, it may be the case that one has to deal with ICT components whose design and behaviour is not under the direct control of the engineer.

As a consequence, while engineers cannot neither shape nor control all the individuals (especially if humans), they may try to adopt different solutions to: Shape the collective adaptive behaviour of the system, that is assuring at the design level that the system will be able to serve its purpose at the global macro level, despite the impossibility of controlling each individual components and of accurately predicting the dynamics of the environment in which they situates; Control the dynamic collective behaviour of collective systems and its impact on the socio-physical environment in which it situates, to make it possible to enforce constraints (e.g., safety rules) in its behaviours and in its interactions with other systems, and possibly to tune its collective behaviour in order to dynamically meet emerging requirements.

**Challenge 2: Transparency and Polycentric Governance of CAS Development**

Since CAS impact upon many aspects of our lives, it will be desirable for the decision-making processes behind interventions (which may be automated) in CAS to be transparent to and understood by users, and incorporated into the system according to principles of good governance. Such integration will require systems to explain themselves, including their authority and decision-making rationale, in order to engender trust. Lack of transparency and trust are known problems in adaptive systems, and socio-technical CAS face this problem at a much higher level of complexity. Often, this lack of trust leads to users disengaging from adaptive systems, however with applications on the city-scale, for many this may not be an option.

One approach to this is to attempt a mapping between algorithms used to make or support decisions and a cognitive model, so that decisions can be intuitively understood and trusted. However, a challenge for cognitive modelling [2] is how to present vast amounts of data in a format that helps decision makers understand the reasons why one decision is made or supported rather than another, especially when humans are themselves required to make judgements under uncertainty about the efficacy of each decision.

It will be important to recognize however that whenever a given technology is offered to people, it likely simultaneously enables and constrains (shaping) their capabilities of behaving and interacting within the CAS. A key challenge is therefore how to inspect and intervene in a way which is both effective and acceptable to the inhabitants of the CAS. The overall challenge here
is to incorporate both governance and self-explanation [3, 4] into CAS development. This will require the integration of dispute resolution mechanisms, social ergonomics and models of participation and engagement, acknowledging that "attention" is a limited resource [5].

The concept of transparency is particularly important in the presence of multiple centre of control for CAS. Indeed, future CAS will be governed by a variety of different stakeholders and will interact with a variety of other systems. For instance, consider the different aspects to be managed in smart cities, from traffic to energy to waste, aspects that are strictly intertwined yet are typically managed by different organizations. Such issue of "polycentric governance" for CAS raises the issue of understanding how it is possible to guarantee specific purposes in face of multiple and possibly conflicting goals within interacting systems and within a single system.

Challenge 3: Second-order emergent behaviour.

Most studies related to collective adaptive systems assume that the individual components are not aware of the global dynamic of the overall system, and that the resulting collective behaviour is an emergent process, resulting from the specific patterns of interactions of the components, and of their agnostic individual behaviours.

However, when individual components of a system are situation-aware (as it is the case of humans or of cognitive agents/robots), they can be made perceiving the global dynamics of the system and the resulting emergent purposeful schemes. Such awareness can in turn possibly influence their individual behaviour, affecting in turn the global behaviours. For instance, this is what happens in urban traffic due to the presence of real-time information systems, which enable drivers to reconsider their choice based on the global traffic patterns they become aware of.

Such phenomena of second-order (higher-order in general) emergence have not been so far investigated in the area of collective adaptive systems, and are of fundamental importance to properly control the behaviour of complex socio-technical CAS.

Challenge 4: Shaping with Unpredictable and Unknown Interventions

Socio-technical CAS are complex systems [6]. As participants engage in micro-level behaviours, actions and decision-making produces potentially unexpected macro-level outcomes. In many cases, the 'levers' available to engineers, and their effects, will be unknown. Furthermore, CAS are highly uncertain, dynamic and heterogeneous: for example populations, attitudes and cultures change over time, and people have different and changing access to, perception of, and skills with technology. Failure, error, unforeseen emergent phenomena and misbehaviour (such as incivility) are all intrinsic parts of the system. Moreover, people innovate themselves, and in particular utilise generative technology in unexpected ways [7].

Due to unavoidable uncertainty in modelling CAS and limited and uncertain intervention opportunities and capabilities for engineers, simulation and model checking are often insufficient to ensure CAS sustainability. Thus, one promising approach is the use of live testing environments, running in a "mirror world" reflecting real-world data, behaviours and interactions while protecting real individuals, continuously providing feedbacks on CAS behaviour and absorbing patches, upgrades, intervention of engineers. The main challenge here is how to conceive, design and deploy these test environments. Several rounds of such experiments will need to be carried out in order to reliably deduce the impact of certain interventions on the global behaviour the socio-technical system exhibits. Despite the existence
of structured approaches for model-building, developing good multi-agent models is still something of an art.

**Challenge 5: A General Intervention Framework for Shaping CAS**

Designing interventions necessary to govern CAS so as to realize system-wide goals, either manually or offline in advance, is extremely challenging, due to the complexities described in the challenges above. Our long term vision is that -- by attacking the above challenges, will lead to a "general intervention framework", that might be used at design-time (for shaping) as well as run-time (for controlling), which can help naturally dealing with the complexities associated with governing socio-technical CAS. This will require:

- An ontology for the specific “shaping mechanisms” which instantiate the general framework.
- Methods for the automatic discovery of the drivers of behavioural change, taking advantage of the wealth of data available within such systems, to facilitate the design of such interventions.
- The automation of the formation of effective collaborations in heterogeneous CAS, consisting of both human and engineered components. Heterogeneous contacts can be more creative and effective than homogeneous ones if the right people are matched to the right task, which is a non-trivial problem [8].
- The integration of those aspects of human behaviour and psychology which distinguish socio-technical CAS from “purely technical” CAS.
- Opportunities for inspection (supported by system self-explanation) and governance of the decisions (which may be automated) that drive interventions.
- Innovative tools that enable to validate the behaviour of CAS, e.g., in the form of live testing environments or “mirror worlds”.
- Mechanisms by which humans can be included in adaptation loops, and principled methods for deciding the degree to which decisions are made by humans or machines, given the trade-off between the quality, trustworthiness and efficiency of decisions.
- A rigorous methodology for on-the-fly creation of and experimentation in “mirror CAS”.

Tackling these challenges effectively will require contributions from engineering-related fields including statistical modelling, data mining, agent-based modelling, and software engineering. However, it is clear that the design, deployment and evaluation of socio-technical CAS are not purely engineering endeavours, and will rely on interdisciplinarity. Psychology, sociology, legal anthropology and business and stakeholder analysis will all make essential contributions to the creation of principled approaches for the development and shaping of socio-technical CAS.

[Refs for Chapter 3]


Chapter 4 A Synthesis: Governing Collective Adaptive Systems

To conclude this document, we now summarize in a concise way the key issues behind CAS, and what we consider the most urgent and potentially highly impactful research directions.

As stated earlier in the document, we are assisting to a massive diffusion of networked ICT devices increasingly entangled with our physical and social world. This is making our everyday life and economic activities increasingly – if not fully – dependent on the functionalities of large-scale distributed software-intensive (i.e., heavily relying on software) systems.

Our streets will be soon populated by myriads of self-driving cars, interacting with each other and with traffic control infrastructures to globally improve urban mobility and its sustainability. Most urban and agricultural activities will be delegated to teams of robots, typically interacting with each other and with the surrounding physical work to perform their tasks in a collectively coordinate way. The Internet of things vision, to unfold its potentials, will require coordinating the sensing and actuating activities of millions of networked physical objects and their interactions with the physical work. Finally, the vision of “smart matter” consider the future possibility of defining novel materials made up of smart, software-defined particles, that will make it possible to produce adaptive self-shaping and self-repairing artefacts other than possibly pave the way for smart drugs and nano-level in-body therapies.

The kind of systems is indeed exemplary instantiations of CAS, collective adaptive systems. However, the above classes of CAS exhibit distinguishing characteristics with respect to the simpler classes of CAS that have been so far investigated in mainstream CAS researches (which typically deal with CAS composed of homogeneous components with limited autonomy, situated in rather controllable artificial or biological environments) described above exhibit common characteristics that make them substantially different from the classes of systems typically addressed by traditional programming and software engineering technique. In fact:

- They are inherently heterogeneous and socio-technical, since they require orchestrating the activities of components as diverse as software agents, a variety of sensors and actuators, robots, and – last but not least – they involve the active contributions of humans with their peculiar capabilities and competences.

- They are situated in dynamic and unpredictable physical and social environments, where their components are required to be context-aware and socially-aware in their interaction, and where consequently any coordination scheme has to be adaptive to the context.

- They require the capability of effectively coordinating the activities of a huge number (up to the millions) of decentralized autonomous components. This implies the impossibility of enacting some centralized scheme of coordination of the activities, as well as the impossibility of enforcing full control over the activities and interactions of some (if not most) of the components.

The above characteristics suggest novel challenges for researches in CAS, to build more solid foundations for the understanding and harnessing of the emerging classes of CAS of which we will be components and in which, in some way, we will be forced to live and interact.
However, other than understanding the foundations of these novel classes of CAS, this document has emphasized that there is need of **novel engineering approaches** to pave the way for the **systematic development** of systems that, despite the limited controllability and dependability of the individuals and their situations, can exhibit predictable and dependable collective behaviour, capable of serving specific purposes. That is, engineering such systems implies the capability of **governing their collective behaviour**, where such governance has a twofold meaning:

- **Shaping** the collective adaptive behaviour of the system, that is assuring at the design level that the system will be able to serve its purpose at the global macro level, despite the impossibility of controlling each individual components and of accurately predicting the dynamics of the environment in which they situate;

- **Controlling** the dynamic collective behaviour of collective systems and its impact on the socio-physical environment in which it situates, to make it possible to enforce constraints (e.g., safety rules) in its behaviours and in its interactions with other systems, and possibly to tune its collective behaviour in order to dynamically meet emerging requirements.

Engineering challenges for governing the behaviour of collective systems imply the definition of an overall framework that should include:

- The definition of novel models for expressing required global behaviours, where functional requirements should express the overall mission of a system, and non-functional requirements can be possibly expressed as constraints over the way such mission is accomplished.

- The definition of qualitative and quantitative models for understanding collective behaviours (e.g., formal models, model checkers, simulators), and tools (e.g., programming languages) facilitating the shaping of specific global behaviours, and the definition of control models and associated decentralized control tools to make it possible to dynamically tune or steer the behaviour of deployed systems.

Specific attention in the definition of the above models and tools should be placed on a number of challenging issues that are peculiar of collective systems dived in complex socio-physical environment and that are particularly critical for the proper functioning and social acceptance. In particular:

1) **Transparency and polycentric governance.** Collective systems will be called to support our everyday activity in a variety of situations, and will be managed by a variety of stakeholders and will interact with a variety of other systems. This raises the issue of understanding how it is possible to guarantee specific purposes in a transparent (understandable and appreciable by humans) way, and in face of multiple and possibly conflicting goals within interacting systems and within a single system.

2) **Higher order emergence.** When individual components of a system are situation-aware they can be made perceiving the global behaviour of the system, and this can possibly influence their individual behaviour, affecting in turn the global behaviours. Such phenomena of second-order (higher-order in general) emergence have not been so far investigated in the area of collective adaptive systems.
3) **Handling dynamic and uncontrollable environments.** Due to unavoidable uncertainty in modelling CAS, there will be need to build live testing environments, running in a ``mirror world`` reflecting real-world data, behaviours and interactions while protecting real individuals, continuously providing feedbacks on CAS behaviour and absorbing patches, upgrades, intervention of engineers.

The results of attacking the above challenges should eventually be a comprehensive “intervention framework” for governing complex socio-technical CAS.

At the time this document is being released, we noticed that the above engineering issues have some relations with FET-PROACTIVE in the 2016-2017 Work programme, and in particular with some topics associated to call “FETPROACT-01-2016: FET Proactive: emerging themes and communities”. In particular, the call refers to a number of issues and applications/societal scenarios (being human in a technological word, bio-electronic medicines and therapies, new computing paradigms and their technologies, complex bottom-up construction) that are strictly related to the issue of governing collective adaptive systems. That is, all of the systems/technologies of interest to the call somehow involve collective systems and implicitly involve some means to govern some sort of collective systems. Yet, we consider that a specific funding action addressing the engineering and governance foundations of the novel identified classes of CAS is needed and urgent.
Appendix A: challenges references

In this appendix, we report the references to the challenges listed at:
http://www.focas.eu/research-landscape/challenges/

Fundamentals (Science)
- predictability 151
- modelling 157, 124
- expressiveness 150, 149, 148
- analysis 154, 151, 138, 136, 135, 132

(of)

Collective
- coordination (interaction) 156, 148
- heterogeneity 137, 131
- autonomy 143, 131, 126, 125
- governance (incentives, gamification): 12, 15

Adaptive
- adaptation 155, 134
- emergence 150, 129
- reflection 93, 100, 119
- awareness 145, 140, 127, 121

Systems (Engineering)
- distribution 152, 146, 144, 142, 141, 139, 135, 130, 128, 124
- engineering 153, 150, 143
- control 143
- knowledge 156, 145, 140, 133, 122
- security 147
- interdisciplinarity: 11, 15, 17, 30, 37
- adaptation: 101, 22, 90.1, 90.2, 90.3, 112, 103, 140,
  - models for adaptation
  - techniques for adaptation (reflection 93, 100, 119 learning: 134, reasoning and inference: 133, 122, planning)
  - observability, measurement, perspective
  - adaptation to changed requirements, changing environment
  - co-adaptation (distributed adaptation to other aspects of the system itself)
  - adaptation patterns: (local, global, selfish vs collective): 155, 148, 105
- autonomous systems
  - autonomy: 131,
  - autonomicity: 126,
  - control and trade-off between autonomy and controllability (by external operators)
  - socio-technical systems (human in the loop): 125, 126, 8, 27
  - interfacing natural (living systems, from cells to ecosystems) and artificial CAS: 1, 8, 27, 31
- awareness & self-awareness: 156, 127, 125,
  - uncertainty: 145, 140, 122, 121,
  - bridge to knowledge engineering: 133, 10
- distributed systems
  - spatial issues: 141,
  - scale 141, 7, 124, 11, 124, 1198
  - scalability, scalable analysis techniques: 152, 5, 7, 20, 146, 142, 139, 135, 124, 92, 120, 11, 98, 64, 152, 5, 128
  - dependability and resilience: 151, 23, 98, 12, 98, 104
    - availability
    - reliability: 132,
maintainability 12, safety: 144, 130, integrity

efficiency, performance, optimisation: 26, 38 123, observability, measurement, perspective 95.2, 111, 107.2, 107.1, 119
security, privacy, trust: 29, 147, 106
heterogeneity / diversity: 137, 131, 127, 6
interaction, communication & coordination, interoperability: 156, 7, 19
composability: 4, 6, 90.3, 118, 113, 114
Coordination and interaction 156, 19, 113, 114, 7, 90.4, 113, 114, 118, 145, 144, 148
interfacing natural (living systems, from cells to ecosystems) and artificial CAS: 1, 8, 27, 31

self-organising systems
self-organisation 105, 12, 15, 103, 90.3
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